Microscopic Calibration and Validation
of Car-Following Models

Motivatiomn

What is the minimum quantitative data requirement for a given

! : ! Ita ' A e To which degree does the result differ when calibrating a given model
callbratlon-task- in terms of minimum number of vehlcl—)es, minimum on given data with different methods such as least squared errors
length of time interval, or minimum temporal resolution? (LSE) or maximum-likelihood?
e Is it possible to formulate qualitative data requirements by defining a o .
minimal set of traffic states which must be contained in the data? e How does the result depend on the objective function?
e To which degree does data noise or the sampling rate influence the e Is it necessary to smooth trajectory data before calibration?
calibration result?
e Finally: Why there so little difference when comparing LSE calibration
e |s it possible to distinguish noise from intra-driver and inter-driver results of the “best” with that of the “worst” models?
variations?
/'/ i ta u Consistency requirements: T //'7 N . S
o check for discontinuities, negative speeds, negative gaps (:TJLC — u(®), % — o) Local ML Calibration
e ensure internal and platoon consistency e R Masximum-Likelihood:
o data resampling (if needed) and smoothing (if desired) ds L(B) =[prob(#(B)= w1 .- Un(B) = vl
5(0) = 2(0) —@(0) =&, 7 = wi(t) —v(®). = —2in(detS) — 1> e T (B! e B)
=
500 20
~h"‘\. 5 A System Equation:
450 £ b At \\
a & @ w00z B)+ 6 e ~iid N(0,0%)
- o
=z = 0B m Calibration Prescription:
g 300 _@ ~ n )
£ . Eom p B=arg minS w(B), Swm(B)= (4—a,"(B))
g Ta =i
d ol -
g 200 K |4 ) :
T e o % w b Global LSE Calibration
b T
100 Celortanange \ = 5 5 i One evaluation of the objective function
Vehicle 511 o) B = complete simulation!
2 g
50 Venide 457 R U
. I - .
5 = o o) o = 350 50 o 3 N A L) — Absolute-Gap Objective Function:
. tls] i Time 5] abs S 2
Primary NGSIM quanti Primary xFCD quantities S, B) = (3:( B) — 50)
Positions @; and a;; Positions 2; and gaps s; at times £; — i AN i=1
Dependent NGSIM quantities: Dependent xFC quantities: Relative-Gap Objective Function:
s = mp; — mp — I, v, = THELEESL, g = vy SEELTEIL g, = Vel

:
Tigi—2witwig
@n

/

o . 4 Sit1—2sits
Vi —’U1+*W) o =i

RS s TR ;
\ v = AT s U=

8."(B) =3 (ndi( B) — Insi)? /

completeness: FCD Set 1

No
e ——
(H free
traffic!
o e wm o o mo we
—_ ES Tt
N\ SFCD Set T
0%
g Influence of the Car-Following Model
° sSE 0
101051111 5121251313 5 0060.70.809 1 1112191 422242020 3 029496385 225 3354455556 2 14 1 1 2 P P — i
Desired speed v, [mis] Time gap T (5] WMin. gap s, (m] ‘Acosl.a [m] Desired speed v, [ms] o 2 R Optimal
" . P " 0§ N "
Influence on Calibration Method and Objective - &3 /) Velocity
o e o o A Mol
— _ Influence of Data Rate and Smoothing Brepodte e = Time s
o Local Calibration
- o
N Pow R "o R — Full
3 Global Calibration [ : Velocity,
“ to log (gaps) T ::: Difference
L VAL N A T T . B T e % Model
Calil v e e [aniligkad v e
z T g"f’f’s s parameter || OVM, Set 1 | OVM, Set 3 [ FVDM, Set 1 | FVDAL, Set 3
H 93P al s ; v /s i1
H ® o i Tls) 1 144
LA R 19 o] 0w oot o |0 so[m] 1.52
i o gap | gobal callbraton o T(gan) | T A I A T am/s?] 9.03
nt 2] = - 0.08 0.65

‘ 153 ‘
130
065

Often, little difference of the fitting quality between models has musims Furthermore, we have found: mmems

been reported. In order to discriminate between “good” and  a global calibration based on the logarithms of the gaps
bafi quels, one neefis a c.o.mplete.EFC or trajectory test data is most distinctive, « £ Brockfeld, R. D. Kihne, P. Wagner, Transpor-
set including the following driving regimes: o a data sampling rate of 10 Hz is unneccessarily high and tation Research Record 1876 (2004) 62-70
o free acceleration e dynamic following LHz suffices, o V. Punzo, B. Ciuffo, Transportation Research
o free cruising e approaching a standing object e in contrast to intuition, data smoothing has no significant Record 2124 (2000) 249-256.
e steady-state following e stopped traffic influence on the calibration result as long as internal and

o M. Treiber, A. Kesting, Traffic Flow Dynamics

platoon consistency are fulfilled Data, Models and Simulation, Springer, 2013.

Here, we obtained a squared-sum error of log(gaps) of 200 for the data completeness, and also a minimum total time
QOVM, 110 for the FVDM, and 85 for the IDM. interval of the order of 200 < are crucial




