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• check for discontinuities, negative speeds, negative gaps

• ensure internal and platoon consistency

• data resampling (if needed) and smoothing (if desired)

Consistency requirements:

internal consistency

dx

dt
= v(t),

dv

dt
= v̇(t)

platoon consistency:

s(0) = xl(0)− x(0)− ll,
ds

dt
= vl(t)− v(t).

Primary xFCD quantities

Positions xi and gaps si at times ti = i∆t

Dependent xFC quantities:

vli = vi +
sj+1−sj−1

2∆t
, v̇i =

vj+1−vj−1

2∆t
,

v̇li = v̇i +
sj+1−2si+sj−1

(∆t)2
.

Primary NGSIM quantities

Positions xi and xli

Dependent NGSIM quantities:

si = xli − xi − li, vi =
xi+1−xi−1

2∆t
,

vli =
xl,i+1−xl,i−1

2∆t
, v̇i =

xi+1−2xi+xi−1

(∆t)2

Local ML Calibration

Maximum-Likelihood:

L̃( β) = ln [ prob ( ŷ1( β) = y1, . . . , ŷn( β) = yn)]

= −
n
2 ln( detΣ)−

1
2

n
∑

i=1

e T
i ( β) Σ−1 ei( β)

System Equation:

dv

dt
= a mic(s, v, vl; β) + ǫ, ǫ ∼ iid N(0, σ2)

Calibration Prescription:

β̂ = arg minS ML( β), S ML( β) =
n
∑

i=1

(

v̇i − a mic
i ( β)

)2

• To which degree does the result differ when calibrating a given model
on given data with different methods such as least squared errors
(LSE) or maximum-likelihood?

• How does the result depend on the objective function?

• Is it necessary to smooth trajectory data before calibration?

• Finally: Why there so little difference when comparing LSE calibration
results of the “best” with that of the “worst” models?

• What is the minimum quantitative data requirement for a given
calibration task in terms of minimum number of vehicles, minimum
length of time interval, or minimum temporal resolution?

• Is it possible to formulate qualitative data requirements by defining a
minimal set of traffic states which must be contained in the data?

• To which degree does data noise or the sampling rate influence the
calibration result?

• Is it possible to distinguish noise from intra-driver and inter-driver
variations?

Global LSE Calibration

One evaluation of the objective function

⇒ complete simulation!

Absolute-Gap Objective Function:

S abs
s ( β) =

n
∑

i=1

(ŝi( β)− si)
2

Relative-Gap Objective Function:

S rel
s ( β) =

n
∑

i=1

(ln ŝi( β)− ln si)
2
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Often, little difference of the fitting quality between models has
been reported. In order to discriminate between “good” and
“bad” models, one needs a complete EFC or trajectory test data
set including the following driving regimes:

• free acceleration
• free cruising
• steady-state following

• dynamic following
• approaching a standing object
• stopped traffic

Here, we obtained a squared-sum error of log(gaps) of 200 for the
OVM, 110 for the FVDM, and 85 for the IDM.

Furthermore, we have found:

• a global calibration based on the logarithms of the gaps

is most distinctive,

• a data sampling rate of 10Hz is unneccessarily high and

1Hz suffices,

• in contrast to intuition, data smoothing has no significant

influence on the calibration result as long as internal and

platoon consistency are fulfilled

• data completeness, and also a minimum total time

interval of the order of 300 s are crucial.
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